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Figure 1: ThinSight enables multi-touch sensing using novel hardware embedded behind an LCD. Left, multi-touch 
input on a regular laptop LCD. Top row, the sensor data after interpolation, normalization, binarization, and compo-
nent analysis. Bottom middle, front of three sensor boards tiled. Bottom right, sensors in position behind the display.

ABSTRACT 
ThinSight is a novel optical sensing system, fully integrated 
into a thin form factor display, capable of detecting multiple 
objects such as fingertips placed on or near the display sur-
face. We describe this new hardware, and demonstrate how 
it can be embedded behind a regular LCD, allowing sensing 
without compromising display quality. Our aim is to cap-
ture rich sensor data through the display, which can be 
processed using computer vision techniques to enable inter-
action via multi-touch and physical objects. A major advan-
tage of ThinSight over existing camera and projector based 
optical systems is its compact, low profile form factor mak-
ing such interaction techniques more practical and deploy-
able in real-world settings. 

Keywords: Novel hardware, infrared sensing, multi-touch, 
physical objects, thin form-factor displays. 

INTRODUCTION 
Multi-touch provides a more intuitive and direct way of 
interacting with rendered digital content. Widely dissemi-
nated work from Wilson (e.g. [20]) and Han [5], and prod-
ucts such as Apple’s iPhone [1] and now Microsoft’s Sur-
face [11] have showcased this input technique, captivating 
online audiences and helping to encourage a fundamental 
rethink of how we interact with computers. Multi-touch has 
an even longer history however; the first systems appeared 
well over two decades ago (see [2] for an overview of the 
major landmarks). 

Single touch displays, such as those based on resistive or 
capacitive overlays, cannot scale to supporting multi-touch 
robustly (see [17] for a full discussion), which has led to 
various alternative technologies. Some of these emerging 
systems [1,3,9,13,17] are based on purpose built sensing 
electronics, typically using an arrangement of capacitive 
electrodes on the display surface (although other sensors 
have also been used [4,7,10,15]). Other systems 
[8,12,18,19,20] employ cameras either in front of or behind 
the display to capture and process images of hands and 
other objects on the surface. These optical sensing ap-
proaches have proven to be particularly powerful in the 
richness of data they capture, and the flexibility they can 
provide in processing and detecting arbitrary objects in-
cluding multiple fingertips. However, such camera and pro-
jector systems typically require a large optical path in front 
of or behind the display, which limits their portability and 
restricts the places where they can be deployed.  

ThinSight is a novel optical sensing system, fully integrated 
into a thin form factor display, capable of detecting multiple 
objects such as fingertips placed on or near the display sur-
face. The system is composed of an array of infrared (IR) 
emitters and detectors, which can be readily embedded be-
hind a regular LCD, allowing IR based sensing without loss 
of display capabilities. See Figure 1. 

In this paper we describe some of our experiences and ex-
periments with ThinSight to date. Note that a fuller discus-
sion of the underlying hardware is described in [6].  



 

 

Our current prototype has fairly low-resolution sensing and 
covers only a portion of the display. However, even at this 
low-resolution, fingertips and hands are clearly identifiable 
through the ThinSight display, allowing multi-touch appli-
cations to be rapidly prototyped by applying simple image 
processing techniques to the data. Another compelling as-
pect of our optical approach is the ability to sense more 
than just hands and fingertips. Outlines of objects can al-
ready be observed through the display. With viable im-
provements in resolution, we envisage supporting detection 
of such physical objects near the surface for tangible input.  

The major advantage of ThinSight over existing, projected 
and camera based optical systems is its compact, low pro-
file form-factor making multi-touch and tangible interaction 
techniques more practical and deployable in a variety of 
real-world settings. 

IMAGING THROUGH AN LCD USING IR LIGHT  
A key element in the construction of ThinSight is a device 
known as a retro-reflective optosensor. This is a sensing 
element which contains two components: a light emitter and 
an optically isolated light detector. It is therefore capable of 
both emitting light and, at the same time, detecting the in-
tensity of incident light. If a reflective object is placed in 
front of the optosensor, some of the emitted light will be 
reflected back and will therefore be detected. 

 

Figure 2: The basic construction of ThinSight. An 
array of retro-reflective optosensors is placed be-
hind the LCD panel. Each of these contains two 
elements: an emitter which shines IR light through 
the panel; and a detector which picks up any light 
reflected by objects such as fingertips in front of the 
screen. 

ThinSight is based around a 2D grid of retro-reflective op-
tosensors which are placed behind an LCD panel. Each 
optosensor emits light that passes right through the entire 
panel. Any reflective object in front of the display (such as 
a fingertip) will reflect a fraction of the light back, and this 
can be detected. Figure 2 depicts this arrangement. By us-
ing a suitable grid of retro-reflective optosensors distributed 
uniformly behind the display it is therefore possible to de-
tect any number of fingertips on the display surface. The 
raw data generated is essentially a low resolution mono-
chrome “image” of what can be seen through the display in 
the infrared spectrum. By applying computer vision tech-
niques to this image, it is possible to generate information 
about the number and position of multiple touch points.  

A critical aspect of ThinSight is the use of retro-reflective 
sensors that operate in the infrared part of the spectrum, for 
a number of reasons: 

- Although IR light is attenuated by the layers within 
commercially available LCD panels, some signal is de-
tectable through the display, which is unaffected by the 
image displayed on screen. 

- A human fingertip typically reflects around 20% of 
incident IR light and is therefore a quite passable ‘re-
flective object’.  

- IR light is not visible to the user, and therefore doesn’t 
detract from the image being displayed on the panel. 

ThinSight is not just limited to detecting fingertips in con-
tact with the display; any suitably reflective object will 
cause IR light to reflect back and will therefore generate a 
‘silhouette’. Not only can this be used to determine the lo-
cation of the object on the display, but potentially also its 
orientation and shape (within the limits of the sensing reso-
lution). Furthermore, the underside of an object may be 
augmented with a visual marking (a barcode of sorts) to aid 
identification.  

In addition to the detection of passive objects via their 
shape or some kind of barcode, it is also possible to embed 
a very small infrared transmitter into an object. In this way, 
the object can transmit a code representing its identity, its 
state, or some other information, and this data transmission 
can be picked up by the IR detectors built into ThinSight.  

THE SENSING ELECTRONICS  
The prototype ThinSight board depicted in Figure 3 uses 
Avago HSDL-9100 retro-reflective infrared sensors. These 
devices are designed to be used for proximity sensing – an 
IR LED emits infrared light and an IR photodiode generates 
a photocurrent which varies with the amount of incident 
light. Both emitter and detector have a centre wavelength of 
940nm. With nothing but free space between the HSDL-
9100 and an object with around 20% reflectivity, the object 
can be detected even when it is in excess of 100mm from 
the device.  

 

Figure 3: The front side of the sensor PCB showing 
the 7x5 array of IR optosensors. The transistors 
that enable each detector are visible to the right of 
each optosensor. Three such PCBs are used in our 
ThinSight prototype. 



 

 

When mounted behind the LCD panel, the IR light is at-
tenuated as it passes through the combination of layers from 
the emitter through to the front of the panel and then back 
again to the detector. As a result, with the current prototype 
a fingertip has to be at most around 10mm from the LCD 
surface in order to be detected. 

The prototype is built using three identical custom-made 
70x50mm 4-layer PCBs each of which has a 7x5 grid of 
HSDL-9100 devices on a regular 10mm pitch. This gives a 
total of 105 devices covering a 150x70mm area in the cen-
tre of the LCD panel. The pitch was chosen because it 
seemed likely that at least one sensor would detect a finger-
tip even if the fingertip was placed in between four adjacent 
sensors. In practice this seems to work well.  

A PIC microcontroller collects data from one row of detec-
tors at a time to construct a ‘frame’ of data which is then 
transmitted to a PC over USB via a virtual COM port. 

Integration with an LCD panel  
We constructed the ThinSight prototype presented here 
from a Dell Precision M90 laptop. This machine has a 17” 
diameter LCD with a display resolution of 1440 by 900 
pixels. In order to mount the three sensing PCBs directly 
behind the LCD backlight, we cut a large rectangular hole 
in the lid of the laptop. The PCBs are attached to an acrylic 
plate which screws to the back of the laptop lid on either 
side of the rectangular cut-out as depicted in Figure 1 right. 

To ensure that the cold-cathode does not cause any stray IR 
light to emanate from the backlight, we placed a narrow 
piece of IR-blocking film between it and the backlight. Fi-
nally, we cut small holes in the white reflector behind the 
LCD backlight to coincide with the location of every IR 
emitting and detecting element. Accurate alignment of these 
holes and the sensors is of course critical. The modifica-
tions involved removing the LCD panel from the lid of the 
laptop and then carefully disassembling the panel into its 
constituent parts before putting the modified version back 
together. During re-assembly of the laptop lid, the hinges 
were reversed, resulting in a ‘Tablet PC’ style of construc-
tion more appropriate for testing touch based interaction. 

THINSIGHT IN OPERATION 
The raw sensor data undergoes several simple processing 
and filtering steps in order to generate an image that can be 
used to detect objects near the surface. These include bi-
cubic interpolation to scale up the raw sensor data by a fac-
tor of 10 and further smoothing using a Gaussian filter. This 
results in a 150x70 greyscale image. Once this image is 
generated, established image processing techniques can be 
applied in order to determine coordinates of fingers, recog-
nise hand gestures and identify object shapes.  

The images we obtain from the prototype are very promis-
ing, particularly given we are currently using only a 15x7 
sensor array. With ThinSight, fingers and hands within 
proximity of the screen are clearly identifiable. Some ex-
amples of images captured through the display are shown in 
Figure 4.  

Fingertips appear as small blobs in the image as they ap-
proach the surface, increasing in intensity as they get closer. 
This gives rise to the possibility of being able to sense both 
touch and hover.  To date we have only implemented 
touch/no-touch differentiation, using thresholding. How-
ever, we have been able to reliably and consistently detect 
touch to within around 1mm for a variety of skin tones, so 
we believe that disambiguating hover from touch will be 
possible. 

In addition to fingers and hands, optical sensing allows us 
to observe other IR reflective objects through the display. 
In practice many objects reflect IR.  Figure 4 illustrates how 
the display can distinguish the shape of reflective objects in 
front of the surface. Currently we do not have the resolution 
to provide sophisticated imaging or object recognition, al-
though large details within an object such as the dial widget 
are identifiable. Nonetheless this is an exciting property of 
our optical approach which we are investigating further. 

 

  

Figure 4: Left, an image of a user’s hand captured 
through a ThinSight display (based on concatena-
tion of three images captured from the display). A 
physical dial interface widget (top right) sensed on 
the surface (bottom right). Note these are the re-
scaled interpolated images. 

A logical next step is to attempt to uniquely identify objects 
by placement of visual codes on their bottom surface. Such 
codes have been used effectively in tabletop systems to 
support tangible interaction [20]. We have also started pre-
liminary experiments with the use of such codes on Thin-
Sight, which look promising, see Figure 5.  

  

Figure 5: An example 2” diameter visual marker 
and the resulting ThinSight image as sensed 
through the display. Note this is the rescaled inter-
polated image. 

Active electronic identification schemes are also feasible. 
For example, cheap and small dedicated electronics con-
taining an IR emitter can be placed onto or embedded in-



 

 

side an object that needs to be identified. These emitters 
will produce a signal directed to a small subset of the dis-
play sensors. By emitting modulated IR it is possible to 
transmit a unique identifier to the display.  

Interacting with ThinSight 
As shown in Figure 1 top, multiple fingertips are straight-
forward to sense through the ThinSight display. In order to 
locate multiple fingers we threshold the sensor image to 
produce a binary image. The connected components within 
this are isolated, and the centre of mass of each component 
is calculated to generate representative X, Y coordinates of 
fingers. A very simple homography can then be applied to 
map these fingertip positions (that are relative to the sensor 
image) to onscreen coordinates.  

Using these established techniques, fingertips are sensed to 
within a few mm, currently at 8-10 frames per second. Both 
hover and touch can be detected, and disambiguated by 
defining appropriate thresholds. A user can therefore apply 
zero force to touch and interact with the display, with no 
apparent issues of occlusion or ambiguity. It is also possible 
to sense fingertip pressure by calculating the increase in the 
area and intensity of the fingertip ‘blob’ once touch has 
been detected.   

CONCLUSIONS AND FUTURE WORK 
We believe that the prototype presented in this paper is an 
effective proof-of-concept of a new approach to multi-touch 
sensing for thin displays. We have shown how this tech-
nique can be integrated with off-the-shelf LCD technology. 
The optical sensing allows potential for rich “camera-like” 
data to be captured by the display and processed using 
computer vision techniques. This allows new type of human 
computer interfaces that exploit multi-touch and tangible 
interaction on thin form-factor displays, making such inter-
action techniques more practical and deployable in real-
world settings.  

We have many ideas for potential refinements to the Thin-
Sight hardware, firmware and PC software, including re-
architecting each of these to improve the resolution of sens-
ing, framerate, and power consumption. We have begun to 
expand the sensing area to cover the entire display, which 
has been relatively straightforward given the scalable nature 
of the hardware. In addition to such incremental improve-
ments, we are also exploring new applications and interac-
tion techniques that can truly benefit from multi-touch, 
multi-user and tangible input. These include tabletop con-
figurations of ThinSight for the home to support media 
management and gaming using multi-touch interaction and 
physical objects; making such activities more intuitive, en-
gaging, social and fun. 

We also believe that ThinSight provides a glimpse of a fu-
ture where emerging displays [14, 16], will cheaply incor-
porate optical sensing pixels alongside RGB pixels in a 
similar manner, resulting in thin form factor multi-touch 
sensitive displays becoming more ubiquitous. 
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