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codes. 
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In all the examples given in this document, we assume that there are 5 historical hours as training data and 

3 future hours as testing data. We assume that there are 100 bike stations, which are clustered into 4 clusters. 

Check-out Prediction 

The codes in “Check-out Prediction” folder aim to predict the check-out across clusters.  

Run “p_O.m” in “Codes\Check-out Proportion”.  

 Input 

 Historical entire traffic 

The historical entire traffic is a vector, e.g. (200, 170, 210, 300, 100), each entry of which is 

the entire traffic of a special hour, e.g. the entire traffic in the first historical hour is 200. 

 Historical check-out across clusters 

The historical check-out across clusters is a matrix, e.g.  
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Each row corresponds to a historical hour and each column corresponds to a cluster, e.g. in the 

first historical hour, the check-out across clusters is 50, 100, 20, 30 respectively. 

 Historical check-out proportion 

The historical check-out proportion is a matrix, e.g. 
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Each row corresponds to a historical hour and each column corresponds to a cluster, e.g. in the 

first historical hour, the check-out proportion of each cluster is 0.25, 0.5, 0.1, 0.15 respectively. 

 Historical feature 

The historical feature is a matrix, e.g. 

























9.64500011

6.41.4200100

2.99.3901001

8.54110001

4.104110001

. 

Each row corresponds to a historical hour and each column corresponds to a feature. In each 

row, the first entry corresponds to a working day (when it is “1”) or a weekend/holiday (when 

it is “0”); the second to the fifth entries describe the weather, corresponding to snowy, rainy, 

foggy and sunny respectively, e.g. the weather of the first historical hour in the matrix is (0, 0, 

0, 1), which means a sunny hour; the sixth and the seventh entry stands for the temperature (oF) 

and wind speed (mph) respectively, e.g. to the first historical hour in the matrix, the temperature 

is 41oF and the wind speed is 10.4 mph. 

 Predicted entire traffic 

Predicted entire traffic is a vector, e.g. (210, 300, 100), each entry of which is the predicted 

entire traffic of a future hour, e.g. the entire traffic in next hour is 210. 

 Output   

Predicted check-out across clusters 

It is a matrix. Each row corresponds to a future hour and each column corresponds to a cluster. The 

format is the same with that of historical check-out across clusters, e.g. 
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, showing the predicted check-out across clusters for the future 3 hours. 

 Test Case 

We use the data from 1st, Apr. to 30th, Sep. in New York City as the test case. Check-out across 

clusters is stored in variable “m_o”, entire traffic is stored in “m_O”, check-out proportion across 

clusters is stored in variable “rho” and features are stored in variable “fea”. All these are statistics 

results, which are stored in “fea_rho.mat”.  

Check-in Inference 

             The codes in “Check-in Inference” folder aim to infer the check-in across clusters. 

 Trip Duration 

These codes aim to learn the trip duration between each pair of clusters.  

Run “tD_M.m” in “Codes\Check-in Inference”. 

 Input 

 Trip Duration Set  

It is a matrix of sets, e.g. 
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Each entry corresponds to a set of trip duration between a pair of clusters, e.g. 

}297 749, 951, 1063, 673, 1321, 266,{12 set  means that the trip duration from cluster 1 to 

cluster 2 has the following historical values, 266 seconds, 1321 seconds, 673 seconds, 1063 

seconds, 951 seconds, 749 seconds and 297 seconds. 

 Output       

Trip Duration matrix 

It is a matrix, each entry of which corresponds to a pair of parameters, e.g. 
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Each entry, ),( ijijij sigmaup   corresponds to the two parameters of a lognormal 

distribution, which describes the trip duration distribution from cluster i  to cluster j . 

 Test Case 

We use the data from 1st, Jul. to 31th, Aug. in New York City as the test case. Trip Duration Set is 

stored as variable “tD” in “tD.mat”. 

 

 Check-in 

             For bikes borrowed before 

             Run “runAll_b.m” in “Codes\Check-in Inference” 

 Input 

 Bike usage information  

It is a matrix storing when and where a bike is checked out and when and where the bike is 

checked in. Each row stands for a bike usage record and the four columns mean the start time, 

stop time, start station and stop station respectively, e.g. 
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 for Sep. There are 5 records. The first record tells that a bike 

was checked out from station 29 at 00:00am on 1st, Sep and was checked in to station 25 at 

00:47am on 1st, Sep; the second record tells that a bike was checked out from station 14 at 



00:18am on 1st, Sep. and was checked in to station 25 at 00:25am, on 1st, Sep.; the forth record 

tells that a bike was checked out from station 25 at 19:54pm on 16th, Sep. and was checked in 

to station 50 at 20:12pm on 16th, Sep., etc.    

 Predicted inter-cluster transition matrices 

It is a set of matrix. Every hour that need to be predicted has an inter-cluster transition matrix. 

 Trip duration matrix 

 

 Output  

The number of bikes, which were borrowed before, will be returned to each cluster in the 

predicted period. 

 Test Case 

We predict the check-in of each cluster, which comes from the “not returned bikes”, from 11th, Sep. 

to 30th, Sep. Bike Usage Information is stored as variable “R” in “R.mat”. Predicted inter-cluster 

transition matrices are stored as variable “T_C”in “T_C.mat”. Trip Duration Matrix is stored as 

variable “dM” in “dM.mat”. 

             For bikes will be borrowed in the future 

             Run “runAll_f.m” in “Codes\Check-in Inference” 

 Input 

 Predicted check-out 

It is a matrix, e.g. 
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. It is the predicted check-out of each cluster for future 3 hours. Each row 

stands for a predicted hour and each column stands for a cluster. For the first predicted hour, 

the predicted check-out of each cluster is 7, 6, 5, 7, 9 respectively; for the second hour, the 

predicted check-out of each cluster is 4, 3, 3, 4, 4 respectively, etc. 

 Predicted inter-cluster transition matrices 

 Trip duration matrix 

 

 Output 

The number of bikes, which will be borrowed in the predicted period, will be returned to each 

cluster in the predicted period. 

 Test Case 

We predict the check-in of each cluster, which come from the “will be borrowed bikes”, from 11th, 

Sep. to 30th, Sep. Predicted check-out is stored as varibal “p_o” in “p_o.mat”. Predicted inter-cluster 

transition matrices are stored as variable “T_C”in “T_C.mat”. Trip Duration Matrix is stored as 

variable “dM” in “dM.mat”. 
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