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Abstract

In this paper, we start by recounting some of the myth and truth of P2P systems. Getting a good understanding of those issues
are good starting points. Even more important will be performing researches that understand the fundamental properties, and

that actually build the environment and forester the creativition of
1. Introduction

Relatively speaking, P2P research has a shortristo

new applications.

ing O(logN) directional fingers whose targeting nodes
are spaced with exponentially increasing logicgdsgia
between yields proposals such as Chord[18], Pas&}y[

However, the amount of world-wide efforts that hasang Tapestry[24], with O(Idg) routing performance.

been devoted to this topic is impressive. As altethe
underpinning theories are getting mature. Whatlse a

Adding denser fingers gains higher performancethall
way to O(1) steps with @) fingers, but typically with

encouraging is that researchers from China hawe als,qditional maintenance overhead.

made considerable strikes.

There are several important things to pay attentoon

Nevertheless, running systems and applications thgtjrst the most rudimentary data structure in tbe s

utilize the latest theoretical results are reldyivacking.

called structured P2P is the leafgett the fingers. Fin-

Without building real systems and conduct solid ex-gers are there purely as routing optimizationsh e

periments to obtain further insights, it will bertiao
push to the next stage.

In this paper, we give a very brief overview of P3RR-
tems (Section 2), and then suggest some resegitls to
and approaches (Section 3). The paper is hastily p

sweet-spot being O(I®9 fingers. While leafset mainte-
nance has to employ failure detection mechanisras (i
periodical heartbeats), there exists different apphes
to update fingers. For instance, the 1-hop DHT[1],
«Ring[21] and SmarBoa[8] all use multicast to updat
fingers. Second, the quality — instead of quantifythe

together, the references are not complete, and manij

points might be wrong. Nevertheless, we hope thiis w
be enough to get the discussion going.

2. A simplified view of P2P systems

One definition of a P2P system is that it is deadized
and symmetric, from a functional perspective ofheac
participating entity. An ideal P2P system, however
should be decentralized aagdymmetric — one in which

more powerful and able peers are providing moré, bu

the system as a whole does not necessarily rethiase
nodes to function correctly.

There are many ways to slice and dice different P2
overlays. Let us try a thought-experiment to shbat,t
after all, things are not that different.
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Figure 1: The simplest P2P DHT — a ring
Figure 1 illustrates the simplest DHT (distributeash
table, or structured P2P) where nodes line up Ir a
dimension logical space, with every node rememberin
a constant set of neighbors to each side in wkatisvn

as theleafset. Generalizing it tal-dimension torus, one
gets CAN[13] with ONY® routing performance. Add-
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state (e.g. leafset and finger table) matters mBtale
entries will result in routing timeout which maystd 0Ox
more than a routing hit. Third, depending on thpliap
cation scenarios and contexts, we should pragntigtica
choose different DHTs. For an environment where
churn is low or when scale is limited, 1-hop DHTkas
perfect sense. There has not been a one-sizé-fital
posal, and doubtful if there is one with low conxitye
Finally, a perfect 1-hop presents an interesting design
point, in that it is equivalent to an eventuallyiakle
global membership service, and can be a buildingkol
for large and scalable distributed system.

FI)f we now remove the leafset and let the fingerdbe

directional, we arrive at what is known as unstied
P2P. The distribution of fingers in unstructured”’R&n

be different, and so are the construction, tuning a
maintenance of the fingers. Arguably, any Gnutkie-
protocol may be significantly simpler, compared hwit
any of the well-known structured P2P proposals. The
absence of leafset dictates that the only semanat
can be reasonably supported is query flooding.tker
most up-to-date research results, please reféfto [

From the above discussion, it is clear that we pdwva
deal with a graph. Whether there is a leafset taraju
tee the integrity of the space is the key diffeeditn
point. Hence, one can build a structured P2P beititus
as an unstructured P2P [3], or augment an unstectu



P2P with a leafset to provide DHT functionality. Th the one advocated by Tapestry[24], in which theewpp

latter is something we have been working on. layer application manages the availability of thxgeats
ial h . all by itself, and uses the P2P as a repositorgofif
3. Potential research topics state data storing pointers. The pointers need to be con

tinuously refreshed.

3.1 Understanding the fundamentals _ o _
From the above discussion, it then becomes cledritth

Before we build applications, it is fruitful to gatsense s not interesting — and indeed can be quite nuhen
of what guarantees that the underlying infrastmectu to talk about overlay maintenance overhead in an is
provides and whether they meshes well with the refated fashion: if one adopts the leafset replicatp-
quirements of the applications, if at all. The ‘Iptwo”  proach, the traffic dedicated to maintaining theaii
paper [2] is compelling precisely because it p@met  ance must be taken into account; if, instead, weptd
quantitatively (even with a back-of-envelop appigac the approach of soft-state pointers, then the réghibg
what many have suspected, that it is impossibleuttl  traffics are to be included. These traffics aree@i not
a large-scale and highly-available P2P storageesyst part of the overhead maintaining the overlay toggjo
when peers constantly come and go (e.g. Ocean8}ore[ but exist if the infrastructure is to seramy state for the
Pond[15], CFS[4], PAST[17] and Ivy[11]), which is a application. It is not very meaningful to talk abdhe
hopeful candidate that will amount to nothing shafre.  overlay maintenance overhead alone[10]. If it tupns
breakthrough if successfully built. that traffic to maintain application state greatymi-
nates that of maintaining the topology, then thacpr

To give some other examples, considering tuningpro """ ) -
cality of the structured P2P is questionable.

imity of overlay neighbors. The goal is to “aligneslay
topology with that of underlay (IP)” so as to obti#let-  Optimizing the routing performance (by picking up
ter performance with lower tax on network resoutte. neighbors carefully) and reducing the base of Q)og
is also well-known, however, that this comes with arouting are well-understood. It will make minor ton
hefty price when resilience of the network is cdesid, bution to propose yet another (or several more()@),u
especially for unstructured P2P overlays. AggressivDHT. The larger challenge is to figure out the et
tuning will tend to make the system more fragitettiat  formance given that heterogeneity is well exploraet
the connectivity can be broken if nodes (effectiyel this pales in comparison to the need of understandi
connecting islands of nodes leave or are undeclatth  what “overhead” truly is, its magnitude and impacts
the system relies on some nodes more than otlingss, t

indeed violates the P2P spirit to start with. Theoant 3 2 Pylling through new applications

of work proposing various tuning techniques far-out

weighs those that do take that into account; angtile  3.2.1Switching the context

lack the knowledge of just when pushing for perform

ance will become dangerous. Today's P2P researches have mostly rooted in wide-

area context, and this is due to several factbesspec-
Problems in structured P2P can be even more. Giventacular rise and fall of Napster (which gave btdlsev-
keyk in the logical space, two queries that lookuill eral more content sharing systems), and the digé&ib
return different nodes that owisand this can happen system research community’s quest to find a much
because: 1) node dynamism — the spacekhasides tougher environment and hence more challenging re-
has undergone ownership change and 2) there are neearch topics.

work jitters such that different nodes can simuétausly This is not the only context that P2P technologies

c_Ia|m_ o_wner§h|p OR'. From a _system researc_h PEISPECohould be applied to. Switching the context meaas t
tive, it is an interesting question as what prdpsrthat

even the simplest get/put APIs hold: for instanbats we can and Sh.OUId let go some of the more popuatar s
. narios and drive towards the core of the technology
the bound and guarantee of liveness and safety?

offerings. For instance, the fundamental attributest

It is possible to adopt some practical measurdsuiial P2P have brought to the table — self-organizingf; se
applications without digging deep into the systewpp  managing and self-healing etc., are extremely uigefu
erties. For instance, it is a popular proposaldepgkthe reducing the management overhead of large IT infra-
invariant such that a number of consecutive copires structures’ TCO (total cost of ownership). As the
kept following the root ofk, as exemplified by ROC[12] (Recovery Oriented Computing) initiative
DHash[18]. Yet, as [2] points out, enforcing thisari-  points out, it is time to focus away from perforroan
ant for the ambitious design point (dynamic, lasgale, and onto manageability and reliability. In a wontlere
highly-available and wide-area) can be prohibitvel commodity components will prevail to be the builglin
expensive. Therefore, a more practical approachbreay blocks of large systems, failure will be norm rattiean



exception [6]. Thus, challenges and opportunitiess a It can be very difficult technically, but doing dent-
abundant even in the machine-room scenario: how tsharing and yet allowing some degree of DRM (digita
easily plug-in a new box and let it be integratedpart  right management) seems ripe to be tackled. Prgbabl
of the system, and with what speed? How to detect the first that is required is to define the appratgr sce-
failed component and make sure that no data at@ losnario. The P2P content sharing can continue toesasv
As data will surely outlive the hardware, how tadu- the distribution venue, should we then add enfoszem
ally drop in new generations of hardware and Iet thin the content itself, or in the P2P system to dive
older ones phase out, all without a glitch to tlsera? possibility of tracking the flow? The ideal caseogh
These are hard and interesting problems which haviee a win-win situation: those who contributed te th
immediate and practical implications. We have de-content (artists and the record industry, softweea-
signed and implemented several self-organizingidist dors) get their due, and the users find it easghtiin
uted storage that can scale from one box to 100Khe trial copies and, if they indeed enjoy theny pa
[22][23], and our experience has taught us at least they go. Notice that this does not necessarily lbtha
thing: that it is not at all trivial to build suehsystem. functionality of anti-censorship support: authomnc
anonymize their contents, but it ought to be pdedib

We can also switch the context to the wireless samd . . g
track those who injected pirated copies.

sor network setting, where the challenges are qlifite
ferent: range and reach matters, proximity mat@ns, 3.2.3Harness the computing power
probably most important to all — power consumption ] ) ]
matters. Again, self-organizing is key. While itrist ~ Seti@home is a telling story of how many idle reses
immediately clear how current P2P research resaits there are and how much power lies therein: it ésttiy-
bear fruits, we are aware of several works thatyeipe ~ 9€St computer on the planet.
O(logN) DHT and routing to these settings. These apThys, P2P computing continues to be an interesting
proaches are somewhat misled because that if one jgsearch area. It will be great to find the next
willing to let go the sexy O(Idd) label, it becomes ob-  seti@home application. However, for system research
vious that mesh and hence a 2-d CAN would haveyrs, the more interesting problem is to find aglins
worked out the best. that are not embarrassingly parallel to start witbr
3.2.2Sharing content responsibly example, there are many Ia_rge scale simulations tha
require a process to communicate to a set of qitwr-
The number one P2P application is content-sharingesses. It is then a mundane requirement that these
While many works have devoted to improving the per-neighbors are connected among them with low-latency
formance and search, the larger question is wheltleer and high-throughput links. This requires techniqoés
sharing is amenable to the call of being respoasibb  positioning and finding peers, and which has sonfar
human community. If we are to question what ar@dpei been used much (DHT of course uses this heavily, bu
shared, a large fraction of content will be poramiric  again DHT itself lacks applications). There areesal
materials, pirate copies of entertainment clips soff-  other non-technical factors: the source of the agmp
ware. This is problematic. tion should have the incentive to publish the atiget
of data free to every participants, and the resofts

It will be easy to duck one’s head under the samdl a ion is of : |
retend that these are not the problems that seareh computation Is of some interest and va ue to t_m_egﬂ
P publlc — think of real-time weather prediction irtight

community ought to solve; it would be even somewhaSCheduIe or, in the other extreme, into a very lagre

heroic” to come up with novel tec-hnlques that MM r(e.g. 5 years ahead); think of rendering of theligiam
get around the counter-measures: the record |r)dusth. ; : :
istory, or simulating a human brain.

has mounted some trivial but effective attacksibply
polluting the system with corrupted copies. Granted 3.2 .4Finding other applications

P2P content sharing has its place as a high-teatomi ) ,
of old-times underground circulation of anti-cerssgp !N his keynote speech at SOSP'99, Butler Lampson

materials. Yet, sharing content in a responsible way ha$tated that “the biggest mistake of the systemarese
far-reaching implications: if software and otheteifec- N the past 10 years is not having invented the WWgb,
tual properties are not protected, so won't befthere ~ What can we do right this time?

of the budding Chinese software industry. We should enable a testbed which is opereferyone
to try. If we are not that creative to foresee tiev
. breed of applications, let us at least contribyteditting
In the 70’s of last century in China, this is thenary form up the stage. In summer of this year, MSR-Asia and

gf passing poetry and other literature bits — biychand un- NSFC will co-found a wide-area, windows-based test-
erground.




bed called ImagineONE.net. With Butler’'s reminder i [4]
mind, the codename can not be more appropriates. Th[5]
testbed is not to be built in one day, and theeenaany
hard problems to solve. They range all the way fromeg)
resource-isolation issue on a single machine among
simultaneous experiments, to appropriating distédu 7]
resources per single experiment, and to buildirfgemot (8]
necessary tools. Researchers in China have alaady
cumulated many great experiences doing Grid comput-
ing, it is hopeful that some of the technologiea ta

leveraged. [10]

There are many interesting P2P applications inatble
scenario, such as searching[14], spam fighting,[25]
even troubleshooting [19]. It will also be useflsee if
P2P can be used as sensors in the network to detect
worms and viruses. Collaborative and interactizerie

[11]

ing, P2P gaming etc. are also interesting scenarios [13]
. - 14

3.3 Learning through building (el
[15]

It is encouraging to see that researchers in Chanee
quickly caught up. However, most results are math{ie]
ematic deductions or simulations. Also, topics sash
O(logN) DHT that are getting increasingly lukewarm
acceptance in international research communitystilte
pursued with great rigor. What is perhaps more-trou
bling of all is that there is a lack of concertdtbe to
actually build and deploy P2P applications. With or
without an open platform such as ImagineONE.ne§ it [19]
important to realize that we only learn throughlding,

[17]

(18]

especially at this stage when theories are gettiatre, [20]
and that we don't get to the next stage of insiginiess

we engage more hands-on practice. (21]
When we do build the system, it is critical to joenf 22]

concrete experiments to mine the lessons and itssigh
and make traces and logs available for the commanit
large. Platforms such as MAZE from Beijing Univéysi
are ripe for this kind of activities.

[23]

[24]
4. Conclusion

For system research, theory and practice go hand-if?®!
hand. Furthermore, practice to build application de
pends on the practice to build infrastructure, tede is

a reverse dependencies between the two. P2P systems
are fun to study and build, and it is time to exasmand

take actual steps to cover these grounds.
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