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ABSTRACT 

In this paper we compare performance of several heuristics in 
generating informative generic/query-oriented extracts for 
newspaper articles in order to learn how topic prominence affects 
the performance of each heuristic. We study how different query 
types can affect the performance of each heuristic and discuss the 
possibility of using machine learning algorithms to automatically 
learn good combination functions to combine several heuristics. 
We also briefly describe the design, implementation, and 
performance of a multilingual text summarization system 
SUMMARIST. 
Keywords 
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1. INTRODUCTION 
Automated text summarization systems [39] that generate short 
and concise descriptions of the essential content of documents 
have been a dream since late 1950's [23]. The growing amount of 
online text on the World Wide Web manifests the need of 
automated text summarization technology today [2, 7, 8, 11, 30, 
34, 35, 37, 41]. However, generating a high quality summary 
requires natural language processing techniques such as semantic 
parsing, discourse analysis, world knowledge inference, and 
language generation that are still under research.  As a result, most 
of the current automated text summarization systems produce 
extracts instead of abstracts. An extract is a collection of 
important sentences of a document, reproduced verbatim. The 
importance of a sentence within a document is determined by 
using various heuristics such as position importance [4], cue 
phrases [15, 17, 43], signature words [20], word/phrase frequency 
[9, 23], lexical cohesion [3, 25], discourse structures [27, 28], and 
the presence of certain word types [1, 15, 17]. For a brief review 
of most of these heuristics please refer to [32].  
After a system applies some or all the above heuristics, each 
sentence has been assigned several different scores.   Some 

method is required to combine these scores into a single score, so 
sentences can be ranked according to their topic-bearing degree.   
However, it is not immediately clear how the various scores 
should be combined for the best result-nor even if some of the 
scores should be left out at all.  Various approaches have been 
described in the literature.  Most of them employ some sort of 
combination function, in which coefficients assign various 
weights to the individual scores, which are then summed.  Kupiec 
et al. [17] and Aone et al. [1] employ Bayesian classifiers to 
derive coefficients for their systems. Mani & Bloedorn [25] use 
Standard Canonical Discriminant Function [40], C4.5-Rules [33], 
and AQ15c [45]. Marcu [28] experimented with GSAT-like 
algorithm [38].  
In this paper we compare the performance of various heuristics for 
generating informative generic/query-oriented extracts for 
newspaper articles in order to learn how topic prominence can 
affect the performance of each heuristic. We study how different 
query types can affect the performance of each heuristic and 
discuss the possibility of using machine learning algorithms to 
automatically learn good combination functions. We describe an 
automated text summarization system SUMMARIST [14] in 
Section 2. In Section 3 we describe the heuristics used to identify 
topic-bearing sentences, testing corpus, evaluation setup, and the 
results of the evaluation. We conclude with main findings and 
future directions. 

2. SUMMARIST 
The goal of SUMMARIST is to generate summaries of 
multilingual input texts. SUMMARIST can process English, 
Arabic, Bahasa Indonesia, Japanese, Korean, and Spanish texts at 
this time. SUMMARIST combines existing robust natural 
language processing methods (morphological transformation and 
part-of-speech tagging), symbolic world knowledge (WordNet 
Miller et al. [31], and dictionaries), and information retrieval 
techniques (word counting and term distribution) to achieve high 
robustness and better concept-level generalization. 
The core of SUMMARIST is based on the following 'equation': 
summarization = topic identification + topic interpretation +  
generation.   These three stages are: 
Topic Identification: Identify the most important (central) topics 
of the texts [21]. SUMMARIST uses positional importance [9, 
21], cue phrases [9, 32, 43], and term frequency.  Importance 
based on discourse structure will be added later [27, 28]. This is 
the most developed stage in SUMMARIST. 
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Figure 1. Web news page summary and translation by the MuST system. The upper panel is the English summary generated by 
SUMMARIST and the lower is its Spanish translation generated by Systran online machine translation software. 

Topic Interpretation: To fuse concepts such as waiter, menu, and 
food into one generalized concept restaurant, we need more than 
the simple word aggregation used in traditional information 
retrieval. We have investigated concept counting [19] and topic 
signatures [20] to tackle the fusion problem. 
Summary Generation: SUMMARIST will be able to generate 
summaries in various formats such as keywords (important noun 
phrases), extracts (important sentences in original texts), template-
based summaries [29] (generated from pre-specified templates), 
and refined summaries (generated by a sentence planner and 
realizer) [13, 18]. However, our current system can only produce 
keyword and extract type summaries. 
Figure 1 shows MuST [22], a multilingual text summarization and 
translation system that embeds SUMMARIST, summarizing and 
translating a ABC News page1  
In the following, we briefly describe different heuristics used in 
SUMMARIST's Topic Identification stage to score terms and 
sentences and then detail the effectiveness of each heuristic 
through in-depth evaluation.  The score of a sentence is simply the 
                                                                 
1URL for the original web page is at http://abcnews.go.com under  

“sections/tech/DailyNews/seyboldapple990831.html”. 
Translation is provided by Systran, http://www.systransoft.com  

sum of all the scores of content-bearing terms in the sentence. 
These heuristics are implemented in separate modules using 
inputs from preprocessing modules such as tokenizer, part-of-
speech tagger [6], morphological analyzer, term frequency and 
tf⋅idf weights calculator, sentence length calculator, and sentence 
location identifier. 

3. COMPARING the EFFECTIVENESS of 
HEURISTICS 
Initially, we implemented for SUMMARIST a straightforward 
linear combination function, in which we specified the 
coefficients manually, by experimentation. This hand tuning 
method does not guarantee consistent performance over a large 
collection. As we found in the formal TIPSTER-SUMMAC 
evaluation of various summarization systems, organized by 
DARPA [10], the results of this function were decidedly non-
optimal! Since consistent performance and graceful degradation 
are very important for any automated text summarization system, 
a better understanding of the relative strength of each heuristic in 
different task setting, the stability of each heuristic, how and when 
to combine various heuristics are needed.  
Given the complexities inherent in summary evaluation, one may 
decide to simplify the problem a little, by studying the behavior 
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 Figure 2(a). F-scores for all parameters and features, Topic 271. 
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 Figure 2(b). F-scores for selected parameters, Topic 271.
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of separate system-internal parameters independently.  By 
learning how each parameter contributes to the final result, one 
can approximate an glass-box study, which can be especially 
useful for the system builder; see for example [1]. 
We performed such a study with SUMMARIST, in a series of 
measurements. The training data derives from the Question and 
Answering summary evaluation data provided by TIPSTER-
SUMMAC [42]. The TREC data is a collection of texts, 
classified into various topics, used for formal evaluations of 
Information Retrieval systems in a series of annual comparisons; 
see [12, 44]. This data set contains essential text fragments  
(phrases, clauses, and sentences) which must be included in 
summaries to answer some TREC topics. These fragments are 
each judged by a human judge.  
As described in Section 2, SUMMARIST employs several 
independent modules to assign a score to each sentence, and 
then combines the scores to decide which sentences to extract 
from the input text.  One can gauge the efficacy of each module 
by comparing, for different amounts of extraction, how many 
'good' sentences the module selects by itself.  We rate a sentence 
as good simply if it also occurs in the ideal human-made extract, 
and measure it using combined recall and precision (F-score).  
We used four topics from the TIPSTER-SUMMAC evaluation 
corpus Question and Answer test  ([10], see Table 1). One of 
them contains 48 texts; the rest of them each containing 30 texts. 
Model extracts are created automatically from sentences 
containing answer keys. 

Topic 
ID Short Description Number

of Texts 

Topic 
Prominence of 
Majorities 

151 Overcrowded prisons 48 
The topic is a 
Subsidiary 
theme 

257 
Cigarette 
consumption 30 

The topic is a 
Subsidiary 
theme 

258 Computer security 30 The main theme 
is on the topic 

271 Solar Power 30 
The topic is a 
subsidiary 
theme 

Table 1 Topics used in glass-box query-oriented/generic 
informative extract evaluation. 

Since we could find no systematic comparison of the parameters 
typically used in extract systems and also contained in 
SUMMARIST, we included them all.  In addition, since we 
were working with question-oriented summaries, we also 
included several additional question-related features, such as the 
presence of adjectives, proper nouns, weekdays, and numbers.  
These features are easily computed for words and/or sentences 
during preprocessing.  Finally, we tested various ways of 
combining parameters and features, and for reference we 
included Microsoft’s AutoSummarize, available in the Word-97 
word processing application.  

SUMMARIST produced extracts of the same texts separately for 
each parameter, feature, combination function, and Word’s 
summarizer, for a series of extracts ranging from 0% to 100% of 
the original text. Here we show two graphs, for the 30 texts 
about Topic 271 of the Question and Answer test, in Figures 
2(a) and 2(b). Graphs for other topics are in the Appendix2. 
Figure 2(a) plots the F-measure of each parameter, feature, and 
combination function, which are:  
baseline:  the simplest baseline method of scoring each 
sentences by its position in the text; first sentence highest score, 
last sentence lowest. Scores normalized between 0 and 1.  
Labeled baseline in Figures 2(a) and 2(b).    
title: normalized count of open-class words in sentence that also 
occur in title. Each term that also occurs in the title gets a 
positive score 1, otherwise 0. This assumes words in the title are 
important. Labeled title in Figure 2(a).  

tf and tf⋅⋅⋅⋅idf  scores: following [23] and information retrieval 
research [36], terms with higher term frequency and tf⋅idf values 
are more important. Labeled tf and tf⋅idf in Figure 2(a).  
position score: given to sentences in fixed position in text, 
following the assumption that sentence position correlates with 
importance in genres with regular structure [9, 21].  In our 
domain of newspaper articles, SUMMARIST assigns higher 
scores for terms in the first 4 paragraphs. Labeled OPP in Figure 
2(a).  
query signature: normalized score given to sentences 
depending on number of query words they contain. Users often 
have a particular topic in mind when they request summaries.  A 
list of open-class words extracted from the query forms the 
query signature.  Labeled query_signature in Figures 2(a) and 
2(b).   
IR signature: score given to sentences depending on number 
and scores of IR signature words included.  In an information 
retrieval environment, terms that occur more often in the top n 
retrieved documents are more important for the user query. We 
call the m most salient terms (ranked by tf⋅idf) the IR signature.  
This is a variation of topic signature [20]. Labeled IR_signature 
in Figure 2(a).   
sentence length: score reflecting length of sentences (counting 
words), normalized by length of longest sentence.  Labeled 
sentence_length in Figure 2(a).  
average lexical connectivity: score is the number of terms 
shared with other sentences divided by the total number of 
sentences in the text. This assumes a sentence sharing more 
terms with other sentences is more important. Labeled 
average_lexical_connectivity in Figure 2(a). 
numerical data: boolean value 1 given to sentences that include 
a numerical expression. Labeled has_CD_tag in Figure 2(a). 
proper name: boolean value 1 given to sentences that include a 
proper noun.  Labeled has_NNP_tag in Figure 2(a).   
pronoun and adjective:  boolean values 1 given to sentences 
that include a pronoun (reflecting coreference connectivity) and 
                                                                 
2 We include only selected parameter graphs for other topics. 

Readers who are interested in view the full graphs can visit the 
following web site: http://www.isi.edu/~cyl/cikm99.html.  
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adjective (counted independently).  Labeled has_PRP_tag and 
has_JJS_tag respectively in Figure 2(a).   
weekday and month: boolean values 1 given to sentences that 
include weekdays and months (counted independently). 
Respectively labeled has_WDY_tag and has_MON_tag in 
Figure 2(a).   
quotation: boolean value 1 given to sentences containing a 
quote (reflecting opinions and evaluations, useful for queries 
asking for such).  Labeled has_QT in Figure 2(a).   
first sentences: score given to first sentence of each paragraph, 
reflecting text order, normalized between 0 and 1.  When all first 
sentences used, remaining sentences are scored in text order.  
Labeled is_1st_sent_par in Figure 2(a).   
decision tree combination function: the scores for all the above 
parameters and features were combined by the automated 
learning process using decision tree.  Labeled DT in Figures 2(a) 
and 2(b).   
Microsoft summarizer: score given to sentences extracted by the 
summarizer included in Word, for each summary length, 
normalized between 0 and 1.  Labeled MS_Word in Figures 2(a) 
and 2(b).   
simple combination function: the scores of the parameters title, 
tfidf, OPP, query signature, IR signature, numerical data, proper 
name, pronoun, adjective, weekday, and month were combined 
by simply adding their normalized scores, without further 
renormalization or weighting.  Labeled naïve_combined_1 in 
Figures 2(a) and 2(b). 
Several conclusions can be drawn directly.  As expected, the 
top-scoring result is the automatically trained decision tree 
combination function, trained on the whole corpus in a three-
way cross-validation.  However, the naïve combination seems to 
be a clear winner for three other topics; see Figures 3(a), 4(a), 
and 5(a). This is really counter-intuitive. The result indicates 
that learning a decision tree for text extraction is possible, but is 
not always the best learning algorithm to use. The fact that a 
naïve combination function outperforms the decision tree in 3 
out of 4 cases implies that the heuristics used in the evaluation 
are independent of each other.  If this is the case, then Bayesian 
classifiers may be a better choice for this task [1, 17]. 
The query signature achieves the second-best score, also not 
surprising, since (for the topic Solar Power3) the query was 
informative enough to yield sufficient information that was 
reflected in the text.  For the other topics, unfortunately, the 
query signature module did not do so well. For topic 257 
(numerical data about cigarette consumption), the single best 
performer is has_CD_tag, which indicates a number. This result 
indicates that query type is important.  
The third best score (up to the 20% length) was achieved by 
three methods: the IR signature, baseline, and simple 
combination function.  The relatively good performance of the 
baseline method, found also for the other topics, was somewhat 
unexpected, although on consideration that the genre is news 
                                                                 
3 Query signature for topic Solar Power is: <solar, power, 

extent, fossil, parts, major, fuel, fuels, energy, alternative, 
source, worldwide, purpose, purposes, development, world, 
countries, country>. 

articles, perhaps not too surprising. In fact, we find most of the 
lead sentences are included in the model summaries to provide 
background information and ensure coherence.  
We also observe an interesting point that the prominence of a 
topic affects the performance of various heuristics.  For 
example, most of the documents in topic 258 are on topic 
according to Table 1.  Correspondingly, the baseline algorithm 
does very well for the 10%–40% range, even outperforming 
query signatures. We also see most heuristics performing well 
below the 20% length on this topic.  
Summaries usually do not contain quoted sentences. Evaluation 
results show this is always a bad strategy (only topic 271 has a 
worse one).   
Selecting the first sentence from each paragraph is also not a 
good strategy. For example, AP newswire stories usually contain 
single-sentence paragraphs, while Wall Street Journal (WSJ) 
and Financial Times (FT) paragraphs are longer.  Thus selecting 
the first sentence from each paragraph from AP texts is 
equivalent to using the baseline method. The evaluation results 
of topics 2574 (AP:9, FT:12, WSJ:9), 258 (AP:22, FT:5, 
WSJ:3), and 271 (AP:3, FT:21, WSJ:6) show that this heuristic 
is almost always the worst performer, especially for topic 271, 
where only 10% of texts are from AP. In contrast, it does fairly 
for topic 151, which however is tightly correlated with baseline 
performance. 
The shapes of the curves in general indicate that to be most 
useful, summaries should not be longer than about 35% and not 
shorter than about 15%; no 5% summary achieved an F-score of 
over 0.25. They also indicate that each heuristic possesses 
different strength at different summary lengths.  
To describe the effects of various combination functions more 
closely, and to estimate how well these methods do, we refer to 
Figure 2(b).  In this figure we add two new combination 
functions:  
variation 1: to determine best possible performance, the 
decision tree learning process from Section 3.3.8 was trained on 
the test data itself (topic 271) and plotted as 271_DT in Figure 
2(b).   
variation 2: to determine a more normal case, the learning 
process was trained on the three other topics, excluding topic 
271, and plotted as ALL-X_DT in Figure 2(b). 
The results are very informative.  As expected, the learned 
decision tree that was trained on the same (test) data performed 
best (line 271_DT).  Interestingly, its F-score was still below 
0.6.  We identify three factors to be considered.  First, we do not 
know for this topic how well people agree when they construct 
extracts.  It may well be that the inter-human agreement rate also 
provides an F-score of around 0.6.  In that case, the method is 
doing as well as can be done.  We need reliable studies of inter-
human agreement on summary (extract) creation for future work.  
Second, there is quite a large gap between the scores of the 
decision tree trained on the test data and the second-best scorer, 
the decision tree trained on all the data, including the test data 
(line DT).  There is an almost equal gap between that and the 

                                                                 
4 The number after each acronym is the number of texts from 

that source. 
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decision tree trained on all data except the test data (line ALL-
X_DT). Since the other topics involved other query types, this 
proves the topic and query sensitivity of the summarization 
process. Still, for this topic, the query signature performed very 
well.  Third, the extract process is inherently limited; the system 
is not able to pick out from individual sentences just those 
portions that are maximally informative and recombine them 
into a more condensed summary.  Being able to do so will not 
increase the scores of the methods, but will enable them to reach 
their maximum level more quickly, at a shorter summary length.   
The learning curves for topic 271 in Figure 5 suggest that more 
training material is helpful. Figure 4 shows a very interesting 
point that the improved performance of the combination 
function trained on topics 151, 258, and 271 (excluding texts of 
topic 257) than just on topic 257 alone demonstrates the need 
for a more targeted training corpus.  
Some sentences are included in the model summaries to ensure 
textual coherence, rather than because of their own importance.  
We need a training corpus in which the effects of coherence and 
importance are separated. 

4. CONCLUSIONS 
We conduct an in-depth study of the effectiveness of several 
summarization heuristics through glass-box generic-query-
oriented informative extract evaluation5. The major differences 
with previous summary evaluation work [1, 5, 16, 17, 24, 28] 
are: (1) we evaluated on many features in various extract 
lengths; (2) we focused on query-oriented extracts, though the 
results of topic 258 can be used to estimate generic extract 
performance; (3) we used news texts covering several topics; (4) 
we trained and tested on informative summary corpus. 
In the experiment, comparing the graphs for the four query 
topics, it was strikingly clear that no single parameter or feature 
performs best overall.  A feature such as numerical data gives 
excellent results for queries requiring numerical answers (how 
many? queries), while the feature weekday excels for when? 
queries.  We conclude that no single parameter or feature 
suffices for query-based summaries.  The complexities of types 
of queries require more detailed query analysis and the 
development of an extraction strategy for each type.   
Furthermore, surprisingly, the simple combination function of 
parameters and features almost always provides performance 
comparable to the trained decision tree combination function, 
and sometimes exceeds it.  We conclude that we need to 
investigate other learning methods, such as the Bayesian 
classifiers used by Kupiec et al. [17] and Aone et al. [1].  
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Figure 3. F-scores for selected parameters, Topic 151. Figure 5. F-scores for selected parameters, Topic 258. 

Figure 4. F-scores for selected parameters, Topic 257. Figure 6. Learning curves for topic 271. 


