
  

 

A Dynamic AI System for Extending the 
Capabilities of Blind People  

 

Abstract 

We introduce an advanced computer vision-based AI 

system that offers people with vision impairments (VI) 

dynamic, in-situ access to information about the 

location, identity and gaze-direction of other people 

nearby. Our AI system utilizes the camera technology 

of a head-worn HoloLens device, which captures a near 

180˚ field-of-view surrounding the person who is 

wearing it. Captured images are then processed by 

multiple state-of-the-art perception algorithms whose 

outputs are integrated into a real-time tracking model 

of all people that the system detected. Users can 

receive information about those people acoustically (via 

spatialized audio) using a wrist-worn input controller. 

Having such dynamic access to information, through AI 

system interactions, enables people with VI to: develop 

their communication skills; more easily focus on others; 

and be more confident in their social interactions. Thus, 

our work explores how AI systems can serve as a 

useful resource for humans, helping expand their 

agency to develop new or extend existing skills.  
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Figure 1: Modified HoloLens 

device with external LED display. 
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Introduction 

Advances in AI and machine learning enable the 

development of increasingly complex algorithmic 

models whose predictive capabilities invite exciting new 

possibilities for how these systems might support 

people [4]. In our research and AI system development 

with people with VI, we explore the design space for 

new kinds of human-AI partnerships and experiences 

that foreground human agency and sense-making. 

People with disabilities are often heavy technology 

users and have been early adopters of AI systems in 

their daily lives [1]. Through involving people with VI in 

multiple activities of design research [5] and 

ethnographic fieldwork [8], we learned that social 

relationships and interactions are critical for how blind 

people come to understand their surroundings, connect 

with others, or seek help. Based on this insight, we 

began to imagine how we could use AI technology to 

provide functionality that would offer people with VI 

dynamic, in-situ access to information about other 

people in the vicinity. 

In our user research with blind adults and children, we 

started to see how such information access can create 

new opportunities for them to develop new or existing 

skills, and through this, to extend their capabilities. For 

example, for an adult, having a better understanding of 

who is nearby can make it easier for them to pro-

actively approach someone to socialize rather than 

waiting for someone to reach out. It might also mitigate 

the potentially embarrassing situation of starting a 

conversation with someone who had quietly left the 

room. In our user research with a blind boy we further 

discovered the potential of using such an AI system to 

support the development of social communication skills, 

and an ability to focus on others, as failing to develop 

these fundamental social building blocks can have life-

long consequences (e.g., ⅔ of children born blind are 

being diagnosable with autism). As part of our demo, 

we will discuss our on-going user research.  

 

Figure 3. System view of the surroundings. Top: 180˚ camera 

field-of-view. Bottom: Integrated real-time 3D tracking model.  

Overview of the AI System Architecture  

The AI system that we developed comprises a head-

worn HoloLens device, which we modified by removing 

the AR display lenses (Figure 1). The device captures a 

near 180˚ field-of-view surrounding the person who is 

wearing the device, tracks their head position, and 

provides high quality spatialized audio from non-

occluding speakers above the ears (Figure 2).  

 

Figure 2: Schematic 
representation of the AI system 
architecture and its workings.  

 



 

 

A series of state-of-the-art computer vision algorithms 

process the captured images to continuously identify 

other people nearby. This includes algorithms that 

identify people [3], their location (re-implementation of 

[2]), activity, and gaze (implementation of [6]) in the 

vicinity. The outputs of these computer perception 

models are further merged into a maintained world 

state by a multi-target human tracker which runs about 

12 to 15 frames a second (Figure 3). Compute is done 

on a box with two TitanX GPUs connected through WiFi 

to the HoloLens. Users receive information about 

people in the vicinity acoustically via spatialized audio. 

They can filter the information using a wrist-worn 

controller (Figure 4). 

AI System Interactions & Experiences  

We created three experience modes for users which 

provided easy access to information in different ways: 

overview, person-in-front, and ambient (Figure 5).  

The overview mode was intended to help users build up 

a picture of who was around. For example, the user 

may find out that ‘John’ is in the room and can choose 

to approach him. In this mode, the system reads out 

the total number of people that it detects (e.g., “3 

people”). Through twist-by-twist interactions, the user 

can receive additional details for each detected person: 

their name (or the system states “unknown”), 

approximate location, and time passed since the person 

was last detected, e.g., “John, near-front, 10 seconds 

ago”. The user can either dwell to receive all those 

details, or quickly skip over these through further 

twists. Thus, this design approach enables users to 

quickly build up an understanding of their social 

surroundings, whilst giving them flexibility in how they 

engage with information, not forcing a set experience.  

The person-in-front mode reads out a name whenever 

the user looks directly at another person. This might be 

used once the user is conversation with ‘John’ having 

spotted him using the overview mode. The users hears 

the name of the person, or if not identified, a 

spatialized sound to indicate the presence of a person. 

When the system has a robust internal representation 

of nearby people, this audio feedback is instant and 

presents as a short, comprehensive information cue. 

This functionality can help confirm who a conversation 

partner may be and enable the user to better adjust 

their body orientation towards that person.  

As it can be difficult for people with VI to know how 

best to direct their head to help frame the faces of 

people for the AI system to recognize them [7], we 

developed auditory orientation cues. These changes in 

pitch if the user’s head is tilted too high or too low, and 

‘snaps’ to the nearest face. This enables the user to 

work with the system to support its ability to detect 

and identify people more robustly. 

Finally, the ambient mode provides a sound for each 

person nearby at regular intervals (e.g., every 30 

seconds) without any names or details. These interval-

based updates allow users to have a more continuous 

sense of people’s presence through peripheral, low-

frequency audio that they can easily tune into, or 

ignore if irrelevant. 

A Socially-Oriented AI System  

Designed as a ‘social’ system that detects others 

nearby, we further considered how those bystanders 

would come to understand the purpose and 

functionality of the visible head-mounted device, as 

well as become an active participant in the social 

Wrist-worn user input device 

 

 

 

 

 

 

We adapted the O6 device 

(http://www.o6app.com) as our input 

device. 

 A single click activates the overview 

mode. In this mode, twist-interactions 
reveal additional information about 

each person.  

A double click (de-)activates the 

person-in-front mode; and a triple 

click (de-)activates the ambient mode. 

 

 

 

 

 

 

Figure 4: Look and configuration of the 

wrist-worn controller for accessing the 

experience modes.  



 

 

sense-making that the user is engaged in. To this end 

we affixed a semi-circular LED interface to the top of 

the HoloLens (Figure 1) that communicates the system 

state visually to bystanders. A moving ‘white light’ 

tracks the location of the nearest detected person and 

‘flashes green’ when that person is identified by the 

system. The visual feedback enables bystanders to 

test-out the workings of the system and to use that 

understanding to also physically orientate themselves 

to the system to either make themselves more 

detectable to, or to hide from the system if they do not 

want to be captured. Creating transparency through a 

more open sharing of the system state may also help 

manage bystander expectations and ameliorate 

concerns that they otherwise might have about a 

system that would try to detect them ‘unobtrusively’.  

Conclusion 

This will be the first time that our dynamic AI system is 

demonstrated at a scientific conference. Attendees will 

be able to wear the device and to explore for 

themselves the various auditory experience modes that 

we created using our wrist-controller. Furthermore, 

attendees will be able to inspect the underlying real-

time 3D tracking model that we built. We will discuss 

our process and lessons learned from designing and 

prototyping a novel AI systems with people with VI as 

well as our concept and vision for creating a dynamic, 

AI-enabled resource for extending human capabilities.  
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Overview 
The system speaks the total number of 
the people it detects. Through twist-

interactions, additional information about 

each person can be retrieved. 

 

Person-in-Front 
Each time the user directly faces a 

person, the system plays a non-speech 

sound or their name, if identified.  

 

Ambient  
At regular intervals, the system ‘sweeps’ 

the space from left-to-right (alike a radar) 
and provides individual sounds for each 

person. 

 

Figure 5: Schematic 
representations of the three core 
experience modes.  

 

 


